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Abstract-Cooling is a significant challenge for
high-performance high-power 3D ICs. In this paper, \ve
describe the experimental evaluation of 3D ICs with
embedded microfluidic cooling. Different architectures are
experimentally evaluated including: 1) a
memory-on-processor stack, 2) a processor-on-processor stack
with equal pO\\Ter dissipation, and 3) a processor-on-processor
stack with different power dissipation. In all cases, embedded
microfluidic cooling shows significant junction temperature
reduction compared to air-cooling.

Keywords- High performance 3D IC~ on-demand
inter layer cooling; single phase cooling; 3D IC centric heat
sink design

I. L"VfRODL"CTIO~

With continued aggressive CMOS scaling, interconnect
performance and power dissipation have become a limiting
factor for higher-performance integrated circuits [1, 2].
Three-dimensional ICs offer new opportunities for itnproving
chip performance and reducing pO\\Ter dissipation by enabling
shorter interconnection length (both on- and off-chip) as well
as the possibility of heterogeneous integration. HO\\TeVer, a
number of challenges IUUSt be overcome before 3D ICs can be
adopted for high-performance and high-power applications
[3-5]. Cooling is a key issue for 3D ICs since both the power
dissipation per unit area and the thermal resistance for the dice
in the stack to the heat sulk increase with the number of tiers.
For reference, a few ITRS projections of interest are shown in
Figure 1. To address the challenges in heat removal,
innovative cooling solutions have been proposed, including
single-phase forced microfluidic cooling [6-9], two-phase
microfluidic cooling [10.. 11].. and active thermoelectric

Figure 1. ITRS projections for the number of dice in a
stack .. number of TSVs, die thickness, and power of a
single high-performance chip.

coolers to address hotspots [12, 13]. TIns paper focuses on
integrated single-phase micro fluidic cooling in 3D ICs.

Some advantages and disadvantages of conventional air
cooling and micro fluidic cooling at'e summarized below:

(aj Adopting an air-cooled heat sink (ACHS) to reject heat
from a 3D stack is simpler to implement (Figure 2(a)).
HO\\TeVer, it has limited vertical and lateral scalability, as
well as limited cooling capability [14]. Even more,
considering a memory and processor stack, the processor
chip should be placed next to the heat sink in order to have
the lowest thermal resistance. However, placing the
processor away from the package substrate requires
possibly a large number of processor power and ground
interconnections (TSVs) through the memory tier .. which
can present challenges. A single processor requires few
thousands of power and signaling interconnections, This
large number of liDs has to be routed through the memory
chip which effects memory design, density, and
performance, The latter is also impacted by the thermal
crosstalk between the two tiers. An additional point of
value is the fact that an air-cooled heat sulk (and its heat
spreader) requires large lateral footprint, which limits how
close two chips (whether single-chips or a stack of chips)
can be placed laterally if each has its own heat sulk. This
clearly would impact interconnect length and thus energy
and data rate.

(b)Due to the limitations of air-cooled heat sink, many groups
have investigated the use of integrated micro fluidic heat
sink (MFHS) to reject heat. Figure 2(b) depicts a typical
system with embedded MFHS where the fluid is supplied
through a single inlet [6, 8] from the top of the stack. The
authors [6.. 8] demonstrate the cooling of a 4-tier and a
2-tier stack with total power dissipation of 200 W and 390
W, respectively.

(c) Figure 2(c) illustrates our vision of a heterogeneous
high-performance and high-power 3D IC system featuring
a flip-chip compatible inlet/outlet system [15]. The
proposed 3D IC system features a silicon interposer with
embedded fluidic delivery channels and an array of 3D
stacked processor and memory tiers. The processor tiers
each contain an embedded microfluidic heat sink. TSVs are
routed through the integrated MFHS. The fluid is delivered
from the interposer to each tier, possibly, independently
through microscale fluidic liDs formed using either solder
or polymer [15]. This approach allows on-demand cooling
to each tier and helps minitnize the thermal gradient across
the stack when power dissipation varies in the stack.
Without a bulky air-cooled heat sink, this approach allows
high lateral scalability of the electronic components, i.e.,
placing an array of 3D ICs laterally next to each other,
Pumping power may be reduced by adjusting the flow rates
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Figure 2. Illustration of (a) conventional air cooling technology" (b) integrated microfluidic cooling technology" and (c)
on-demand micro fluidic cooling technology.

to the needed value for a given power dissipation per tier.

n, DESIGN CONSIDERATIONS OF l\fiCROPIN-FIN HEAT

SINK

Tuckerman and Pease have evaluated the heat removal
capability of microchannel heat sinks [7]. Their results have
inspired significant continued research in this field [16-19].
Thermal resistance and pressure drop are two key parameters
used to evaluate the microfluidic heat sink performance,
However.. tIlere is a limited discussion in the literature on the
design of embedded microfluidic heat sink while considering
electrical interconnect (TSV) placement in 3D ICs. In [20] ..
we reported an initial attempt at the co-design of embedded
microfluidic heat sinks and TSVs using silicon micropin-fins,
For tier-to-tier communication (as well as power delivery to
the stack), TSVs must be routed through the microfluidic heat
sink (Figure 3). TIIUS.. the height of the heat sink is a critical
consideration in the design of the electrical interconnect
network. Increasing micropin-fin height limits the fabrication
of TSVs that are typically aspect ratio limited.. leading to large
diameter TSVs in tall micropin-fins, These TSVs have a
relatively large capacitance resulting in energy expensive
TSVs and limited vertical interconnect densities (as shown in
Figure 4). This ultimately impacts the bandwidth and energy
per bit of 3D IC interconnects,

Designing the microfluidic heat sulk to be taller reduces
the thermal resistance and pressure drop, in general, but
increases the capacitance and thus energy dissipation of
TSVs. With these new design considerations, an ultra-short
staggered micropin-fm structure (Figure 5) "vas introduced to
benefit TSV performance and density while having thermally
acceptable performance, In our previous work [20]., we
reported the performance of the micropin-fm heat sink
integrated and benchmarked its thermal resistance with a
conventional ACHS. At a power density of 100 W/cm2

" a
junction temperature reduction of more than 24°C \vas
observed for the microfluidic cooled chip relative to the

Figure 3. Comparison of TSVs in chips with (left) and
without (right) integrated microfluidic heat sulk.

Figure 4. Energy per bit and number of TSVs as a
function of substrate height.

air-cooled chip, Even though the heat sink is intentionally
designed to have a minimal height, the chip thickness is
around 200 um, which is much larger than typical 3D chips
without MFHS «50 um), Larger chip thickness results UI
larger TSV parasitics leading to larger latency and energy
dissipation. One solution to reduce TSV capacitance is to
integrate polymer clad TSVs instead of oxide liner TSVs [21].
Another method to decrease TSV capacitance is to integrate
high aspect ratio TSVs. In [20]" we show that increasing TSV
aspect ratio from 10:1 to 20:1 leads to a TSV capacitance
reduction of --40%.
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Figure 5. Staggered micropin-fin heat sink concept.

Figure 6. Top view of high aspect ratio TSVs integrated
in a silicon micropin-fm heat sink (10 urn TSV diameter)
[22].

Figure 7. SEM images of (a) global view of the heat sink,
(b) single micropin-fin.. (c) closer view of micropin-fin
array.. and (d) cross-section of the heat sink

TIle fabrication of high aspect ratio (--20:1) TSVs within
the micropin-fin heat sink [22] is realized by using the
standard Bosch process which alternates between the etch and
deposition steps. Thermal oxide liner is grown to insulate
TSVs and the substrate. A pulsed plating step is then
performed to electroplate the copper into the vias. SEM
images show no voids in the TSV (Figure 6 [22]). TIle high
aspect ratio TSVs help reduce the TSV parasitics to improve
TSV performance within ICs with integrated MFHS.

DI. THER..\IAL TESTBEDS AND TESTING SEITP

Figure 7 illustrates SEM images of the micropin-fms.
Detailed fabrication flow of the micropin-fins.. including
capping" is described in [20]. The dimensions of the shown
staggered micropin-fm heat sink are labeled in the SEM

Figure 8. Thermal testbed for (a) micro fluidic and (b) air
cooling testing.

images. TIle heating area is 0.6 em by 0.6 em, Figure 8(a)
shO\\TS the 3D stacked testbed for microfluidic testing adopted
in this work, This is au attempt to simplify the fabrication
needed to thermally prototype the system shown in Figure
2(c). Thermal interface material (TIM) is used between the
two tiers. For the sake of sitnplified port access .. the t\\TO tiers
are stacked orthogonally such that the inlets and outlets are
easily accessible. Independent coolants can be delivered to
each tier and with differing flow rates. In addition, in a
heterogeneous 3D IC stack" the different stacked chips may
have different workloads/perfonnance.. which results in
different power dissipations. Thus" one may not need the same
flow rates in each tier (in fact" even the same microfluidic heat
sink design). The thermal testbed under consideration
provides the ability to explore the benefits of on-demand
cooling in each tier. i.e., independently tailored flow rates in
each tier. Results for this configuration are discussed in
Section IV.

In order to attain an initial insight into the benefits of
embedded microfluidic cooling" a 3D thermal testbed with no
liquid cooling was constructed. In this case, we used au
air-cooled heat sink on the top of the stack. This is shown in
Figure 8(b). TIle same type of TIM is applied between the fan
base and the stack as well as between the two tiers. Note that
since the TllvIs were manually applied.. the thickness of TIMs
may not be identical in the two testbeds. The heating area of
the ACHS testbed is 1 em by 1 cm. Similar to the MFHS .. the
two chips are stacked orthogonally, Since heat is removed
from the top, the bottom chip has a longer path to the heat
sink. Experimental results are shown in Section IV.

In the test setup for the :MFHS (Figures 9 and 10), two
pumps are connected to the two inlets in the stack (i.e ... each
tier has its own inlet and pump). De-ionized (DI) water is
pumped from a nearby reservoir. Polyester based filters are
connected to the outlet of the pump to elitninate any particles
(>20 urn) that may potentially block the microfluidic heat
sink. An acrylic block flow meter that measures up to 100
ml.zmin is connected to each inlet serially to measure the flow
rate. An Agilent N6705B power analyzer with 4 outputs
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temperature is at 19°C with a variance of < 1°C. The inlet
and outlet fluid temperatures are recorded.. and are used to
calculate the heat removal by the fluid. At high power.. the
values are in good agreement with the power dissipation of
the chips. At low power, however, there is a difference
bernTeen the two values. Since the heating areas are different
in the :MFHS and ACHS testbeds.. power density is used in the
figures and for comparison. This section will provide the raw
data, and the following section will compare the results.

Figure 9. Schematic of the test setup ofMFHS cooling.

Figure 11. Memory-on-processor thermal test results.

A. Memory-on-processor stack

Figure 10. Test setup for (a) microfluidic and (b) air
cooled 3D stack.

is used to source current to the thin-film platinum
heaters/thermometers on the chip surfaces to emulate chip
power dissipation [16]. The Pt heaters also serve as
temperature sensors (with < 1% error) due to their linear
electrical resistance-temperature relationship. The heater
resistance in each tier is measured and tracked using an
Agilent 34970A data logger. Since Vle use a single heater per
tier.. the measured resistance, and thus junction temperature,
represents the average junction temperature in each tier.

IV. EXPERnIENTAL RESULTS

MFHS are evaluated in different 3D architectures in this
section. The flow rate used in this set of measurements is 60
mlzmin Wlless otherwise specified. The inlet water

In Figure 11(a), the fluid is pumped only into the
processor layer at a flow rate of 60±5 nIL/min. In this
experiment.. the heat flux of the memory chip was held at ,....5
W/Cl1l2. Since the memory chip is stacked above the processor
layer with integrated microfluidic cooled heat sink, the
microfluidic heat sink serves as a path for cooling of the
memory chip as well, Junction temperature results for this
scenario are shown in Figure 11(b). TIle memory temperature
only increases by 5.4 °C when the heat flux of the (bottom)
processor increases fron122.9 WI cnl2 to 90WI cm2

.

B. A two processor stack with identical power
dissipation

In Figure 12(a), the shown two chip stack dissipates up
to 100 W/cm2 per tier to simulate the stacking of processors.
A microfluidic heat sink is integrated into both tiers. The flow
rate in both tiers is 60 mlzmin, Two set of measurements
were done for the same stack, and the average junction
temperature in each chip is plotted in Figure 12(b). The
difference in the two measurements did not exceed 1.1 °c. As
seen from the plots.. when the po\\rer dissipation in each tier is
more than 100 W/cm2

.. the temperature in either tier is less
than 48 °e.
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between the two chips at high power. Similar to the
micro fluidic cooled cases.. we also tested processor and
memory stacks. The power density of the memory chip was

Figure 13. On-demand cooling for two processors
dissipating the same value ofpower.

Figure 12. A stack of two processors cooled using
:rv1FHS.

C. A two processor stack with differing power
dissipation

This test case simulates two processors with different
power densities: 55 W/cm2 and 100 W/cm2

• The on-demand
flow-rate (and thus cooling) that we proposed is implemented,
The junction temperature in each tier as a fimction of flow
rate (Q) is shown in Figure 13. In one of the shown cases., the
flow rates for the 100 W/cn12 and 55 W/cn12 chips are 70
mlzmin and 40 mlzmin, respectively. Compared to the case
when they are cooled at the same flow rate, the temperature
difference between the two chips decreases from 12°C to
7 °C. Further increasing the flow rate difference may result in
a smaller temperature gradient in the stack.

D. Air-cooled 3D IC stack

In order to gain preliminary insight into how much
improvement embedded microfluidic cooling provides, ,\\re
build a similar 3D thermal testbed with the main difference
being that no embedded cooling was integrated. We interfaced
an ACHS to the top of the stack. The thickness of the silicon
tiers was 300 J11ll. Moreover, no TSVs were integrated in the
testbed, which can improve the thermal measurements we
report in this study. Using this simplified testbed, similar
measurements were made for the ACHS testbed; here we only
show the measured junction temperatures for case when two
high power chips are stacked. In this experiment, the two tiers
are powered up to -.·50 W/cm2

., which is set to prevent the chip
temperatures from being too high (100°C). As shown in
Figure 14.. the temperatures of the two tiers are much higher
than the chips under microfluidic cooling (Figure 14).
Moreover, there is a large temperature gradient (19.2 °C)

Figure 14. A stack with two processors cooled under an
ACHS.

again held at 5 W/CD12 and the processor power was ramped
up to 50 W/cln2

. The two configurations tested were: memory
closer to the air-cooled heat sink (ACHS (1)) and processor
closer to the air-cooled heat sink (ACHS (2)). These initial
experiments help verify the benefits of embedded liquid
cooling.

v. DISCUSSION AND L'·IPLICATIONS

Based on the microfluidic and air-cooled experiments,
representative data points are listed in Table 1 for comparison.
As shown, in all cases, embedded :rv1FHS shows significant
junction temperature reduction compared to ACHS even with
the higher power dissipation. The MFHS thermal resistance
for a single tier was characterized to be --0.26 KCD12/W ., while
the ACHS thermal resistance was tested to be 0.55 KCD12/W
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(this value includes the TIM between the chip and the heat
sink). TIle advantages of maintaining ICs at 10\\7 junction
temperature are numerous, including 10\\7er leakage power,
higher device lifetime, reduced electromigration.. and higher

Table 1. Summary of some representative data points
for microfluidic cooling (white) and air cooling (blue)

Figure 15. Increase of memory chip junction temperature
as a function of different 3D stack configration, ACHS
(1) is the architecture where memory is closer to the fan.
ACHS (2) is the case when the processor is closer to the
fan. For the case of the rvtFHS, only the processor is
liquid cooled, as shown in Figure II(a).

system reliability potentially. It is shown in [16] using a
compact physical model that the power dissipation of a
microprocessor decreases from 102 W to 83 W as the chip
temperature decreases from 88°C to 47°C. The thermal
coupling that occurs in the 3D stack as a function of cooling
technology is interesting. From the measured data (for both
the ACHS and :MFHS 3D stack), the junction temperature of
the low-power memory chip is influenced by the pO\\7er
variation in the processor chip even when the power
dissipation of the memory chip is held constant. To quantify
this effect, the temperature increase (~T) in the memory chip

as a function of power in the processor tier is plotted in Figure
15. The junction temperature increases more rapidly for
ACHS than for MFHS. The slopes of ACHS (1) and ACHS
(2) are 0.55 Kcm2/W and 0.52 Kcm2tw, respectively.. while
that of the MFHS is 0.08 KCIU2/W. The temperature varies 6
times slower in the MFHS case. The reason it is believed that
this occurs is because the DI water in the MFHS serves as a
thermal buffer between the memory and processor tiers.
Therefore, the processor workload variance does not greatly
impact the junction temperature of the memory,

VI. CO~CLL"SION

Experimental results show that a MFHS has superior heat
removal capability relative to an ACHS for 3D ICs. The
MFHS maintains the stack temperature below 50°C for a
total power density of 200 W/CIU2 in a two-tier stack.
Moreover, the thermal coupling effect is reduced when a
MFHS is used. Finally.. :MFHS based on-demand cooling
approach is shown to enable a reduction in the thermal
gradient within the stack by supplying liquid at different flow
rates to tiers with different power dissipation.
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